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Introduction

Like libraries at many smaller schools, Mount Holyoke College’s (MHC) Library, Information, & Technology Services (LITS) has been supporting their faculty in all manner of pedagogical and research endeavours. Questions about the data management plan (DMP) requirements for NSF grant applications generated a spate of internal meetings within LITS as well as a process of reaching out to the MHC Sponsored Programs Office. Our meetings with faculty on this topic tended to have two parallel and related tracks: one was “can you help us write a DMP” and the other was “I have all this stuff, how can I store it/share it/access it/develop it?”

I. Who We Are

We are a small, all-female liberal arts college in western Massachusetts with approximately 2,500 students and about 250 faculty. Library, Information, & Technology Services (LITS) is a blended library/IT group that merged in 1996, and which currently has a staff of sixty-five people. We do not have one office or department specifically for data/scholarly publishing, nor do we have a data services librarian position. Our institutional repository is a DSpace installation called IDA (Mount Holyoke College, 2009); it currently contains one collection of research data from a faculty member’s NSF grant that expired in 2009.

MHC is part of the Five Colleges Inc., a consortium that includes Smith College, Hampshire College, Amherst College and the University of Massachusetts at Amherst. Thus, we have a built-in set of networks, committees, colleagues, and inter-institutional contact. Five Colleges, Inc. helps coordinate shared resources for teaching throughout the consortium; any student enrolled at any of the schools may take classes at any other school. We also maintain a shared library catalog and circulation policy, as well as a shared library depository. Initiatives are underway on many levels to expand our shared digital resources.

Mount Holyoke usually defines itself as a small liberal-arts women’s college, but on our campus we sometimes refer to ourselves as a “mini-Research I.” We share our focus on research and a high level of federal support with these larger institutions, and we maintain very well-equipped science facilities for an institution of our size. With no graduate students in the sciences and very few postdoctoral fellows, we nevertheless maintain very competitive research groups. Over the past ten years, more than fifty National Science Foundation (NSF) grants have been awarded to MHC faculty in various disciplines (M. Caris, personal communication, June 3, 2011). Mount Holyoke provides undergraduate research experience to a large number of undergrads each year, including intensive hands-on lab work in the curriculum, and it sends many of its students on to graduate work in the sciences. Unsurprisingly, MHC was founded by a chemist: Mary Lyon pioneered learning via lab experiments, instead of solely by lecture and rote learning. Between
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1910 and 1969 Mount Holyoke college graduated more women who went on to obtain doctorates in the physical sciences and engineering than any other American institution (Tidball & Kistiakowsky, 1976). In chemistry, particularly, Mount Holyoke graduated 93 women between 1920 and 1980 who went on to obtain doctorates in chemistry, the most women to do so from any institution, single-sex or coeducational, in the United States for that period (Hall, 1985).

II. How We Started, Or, "The New Machine"

In March of 2010, a new LITS department was created, called Digital Assets & Preservation Services (DAPS), headed by Sarah Goldstein. This department was charged with centralizing the production of digital content, managing the campus repositories, and developing long-term digital preservation strategies for unique, archival, and scholarly digital materials. DAPS has four staff members, including Sarah Goldstein, a metadata and systems librarian, a digitization specialist, and a visual resources curator. Goldstein was new to the world of scientific data management, but identified it as an important part of her department’s fledgling mandate.

During the summer of 2010, LITS staff had internal meetings to discuss NSF’s data management plan requirements that were about to take effect. Sarah Goldstein and the LITS Director of Research and Instructional Services (RIS), Alex Wirth-Cauchon, met to discuss ways of supporting the requirement. Wirth-Cauchon’s RIS team included the subject liaisons, who were already familiar with many of the science faculty and their projects and could help provide Goldstein with the background and language necessary to develop data management plans. Wirth-Cauchon and Goldstein subsequently met with then-Associate Dean of Faculty for Sciences Craig Woodard, who works closely with the MHC Office of Sponsored Research. Their conversation covered data management plans, but also data storage. Some of science faculty were outgrowing their departmental storage solutions and other departmental resources and wanted LITS assistance with better solutions.

Around this time, Alex Wirth-Cauchon coined the phrase “building a new machine” to refer to the new DAPS department and the new collaborations within LITS necessary to manage digital assets. In the case of research data management and storage, this phrase seemed particularly apt. In our small college environment, there was simply no way that one person or even one department could hope to build the infrastructure to support meaningful research data management.

To understand the growing storage needs, we undertook an informal survey of digital research data within our institution. The LITS Liaisons reached out to faculty in the hard sciences departments¹, asking the following questions:

1. Approximately how much digital research data (in any format, whether images, video, or quantitative data, in megabytes) do you currently have? (If you need to use larger units, please indicate the units you use)

2. In the course of your work, including any anticipated grant-funded projects, approximately how much data do you expect to generate between now and June of 2012?

3. Have you lost any information recently that wasn’t backed up?

We invited them to email or call with their responses and asked the Associate Dean of Faculty for Sciences to encourage participation. We compiled the answers in a spreadsheet and shared the results with Tom McAuley, the Director of Technology Infrastructure and Systems Support (TISS), the LITS group responsible for the campus network architecture.

¹ It was agreed that the first round of surveying would be done with the natural and physical sciences, because these departments were expected to have the highest and most urgent needs, and that social sciences and humanities data would be collected later.
The results were enlightening and offered an interesting view into how our faculty were managing their data. Current data management practices at MHC were a hodge-podge of technology, people, and needs. Some faculty were making use of available network storage, some were purchasing extra hard drives, some were doing both. Many had done well on their own, but some wanted more assistance. While the survey did not unearth any emergencies, and our data management requirements are small compared to larger institutions, we are still required to provide long-term care for the data being produced. If we were in fact building a “new machine” of overall digital asset management, this was an excellent area for internal collaboration. Our survey gave us a sense of the direction we wanted to move in, and reinforced the work DAPS and the Networking group were already doing on developing the functionality of our repository tools (CONTENTdm and DSpace) as well as laying down practices and workflows for later digital preservation.

A round the same time, a meeting was held that included the Associate Dean of Faculty for Sciences and the sciences department chairs, along with Alex, Sarah, and Tom from the TISS group. The group from LITS wanted to get some feedback on how best to deploy resources and offer assistance. Help for faculty who were writing DMP seemed to be the most pressing topic, and the LITS group offered to work closely with any faculty PI (Principal Investigator) who had questions or concerns. Subsequently, we decided to approach the storage issues separately while our TISS group made improvements to the network architecture. We followed up our science chairs meeting with a LITS blog post (Goldstein, 2010) on data management plans and the NSF, including outside resources and places to find examples and templates. Sarah Oelker, a RIS team member and science liaison, was tapped to work with Sarah Goldstein to form our fledgling data management “response team.” Our internal collaborations were now in place and communication on longer term issues, such as improved network architecture, were ongoing and relatable to our overall digital curation goals.

### III. Learning On The Fly

The rest of the fall and winter passed quietly into Christmas, but one day in early January came requests for help from two MHC grant teams, one of Physicists, and another of Political Ecologists. Both needed a DMP written by the end of the day. Could the folks in LITS help write the plans? Did we have a template that could just be filled in? Unfortunately, we did not. Sarah Goldstein and Sarah Oelker decided the best thing to do was come up with a boilerplate set of text on how DAPS could support data management. This was given to the PIs to incorporate into their DMP. We also provided the PIs with examples of other DMPs available online, including templates posted by research institutions. Within a few hours, the PIs had crafted the plans, we all helped review and refine them, and they were added to the applications.

This exciting 24 hours spurred the development of some expanded LITS-based resources including a LITS web page (Mount Holyoke College, 2011) with links to DMP examples and templates. Following up on a request for a custom-made DMP template, we created one based on excellent templates from University of Chicago (University of Chicago, 2010) and the University of Virginia (University of Virginia Library). Still in the works are plans to archive and make available the DMPs of MHC faculty who agree to share them with colleagues, thus creating a “library” of browsable DMPs for other PIs to use.

This experience encouraged us to explore further efforts at external collaboration. We turned to colleagues at our Five Colleges institutions, in particular, our friends at UMass Amherst. As the local research university, there was already some specific groundwork in place for data management along with their successful IR, ScholarWorks. UMass had formed a Data Working Group in 2010 (University of Massachusetts Amherst Libraries, 2010), and they were more than happy to meet with us in March of 2011 and share what they had learned so far. It was heartening to find out that, save for being a few steps ahead and with more staff in place to respond, Umass was not yet too far ahead of MHC, especially in terms of information gathering, outreach to faculty, and resource development. We had each spent some time bringing together a cross-departmental team or task force, conducting informal surveys and interviews, analyzing the results, disseminating what we hoped was helpful information to target constituents, developing online resources, and assisting in the writing
of DMP. All of this was very heartening for a small liberal arts college to know: not only were we not hopelessly behind compared to a larger neighbor, we were not playing catch up in our overall strategy or awareness of good tools to share with faculty. It appeared that our smaller size and our merged Library-IT organization also provided us advantages, making it easier to get the right people talking to each other. The groups decided to meet again informally and to engage colleagues from the other three institutions to join us the next time. We left the meeting feeling a little more confident in our efforts thus far and reassured that we now had a larger and more local group to call upon with questions and initiatives.

During March 2011, we also surveyed some of our peer groups via their listservs, focusing on the Association of Research Libraries data sharing support group, the Oberlin Group Science Librarians list, and the Oberlin Group Directors list. We briefly described how our organization worked, the activity we had seen and the templates we had created, and asked them to share their own experiences with data curation and faculty outreach.

There were other similarities at various institutions which echoed what we heard from our Five College peers: faculty are just-in-time people, juggling teaching, research, and grant writing, along with the rest of their lives. They need just-in-time assistance on DMP that is easy to follow and straightforward, and they expect that those assisting them will have a good grasp of the data management concepts with which they are unfamiliar. We anticipate that as faculty get accustomed to writing DMPs, they will get better at them, and will begin to give us feedback about what makes a better plan, and how their data needs are changing. We know we will need to be prepared by sharing information with campus partners and talking with our colleagues at other institutions about what to expect.

IV. Our Next Steps

We continue to work with our Office of Sponsored Research and the Associate Dean of Faculty for Sciences, as well as Tom McAuley in TISS, in approaching a strategic long-term approach to data storage and backup infrastructure. DAPS sends out a quarterly email reminder to the sciences chairs that help is available for NSF or other data management plan requirements. If the Office of Sponsored Research hears from a faculty member about getting a grant ready, they now make sure to cc DAPS and the appropriate RIS liaison and urge them to contact us and use our resources (we are currently assisting a third faculty PI on her NSF application). DAPS is also working with
the staff in the TISS Networking group on improving our DSpace repository to ready it for any research data collections that come out of grant requirements. These are small steps to be sure, but they represent cohesion within the LITS departments on how to provide services.

One very important thing we learned was that requests for help almost always come last minute and must be accommodated. We are working to make sure that the DMP templates we are working on today are better than the DMP templates of three months ago or six months ago. Our initial failure to have a DMP template or boilerplate text ready when it was most needed was humbling and an excellent motivator to dive in, create those resources, and then work to make them better. DAPS is also working out a test model for a digital preservation workflow which will help inform our practices in archiving research data.

We intend to reconvene with our UMass Amherst colleagues late this summer or early fall and include a larger group from the other Five Colleges. We want to discuss options for bringing in outside experts to hold a future Five Colleges session on data management for faculty as well as staff. We hope that this will lead to even more shared efforts at helping faculty PIs better understand the role of the DMP and the importance of data curation. While an option for a shared repository is not yet viable, the sharing and preservation of digital collections is a current set of consortial initiatives being seriously discussed among our institutions.

Most importantly, we feel that we’re better prepared to respond to needs as they arise than we were at this point even just last year: additionally, we know we have the ability to reach out within our own school, our own consortium, and beyond with confidence. We also know that in many cases, there’s no need to recreate a small universe of resources and tools related to data management. Many things your faculty may find helpful are already online, easily accessible, and ready to be shared.

We know from our own experience that the disadvantages for a small college in dealing with data curation are still real: lack of experience among staff, lack of infrastructure or tools, “silos” of responsibility, budget shortfalls, etc. We imagined we might be hopelessly unprepared for providing assistance, and we weren’t even sure what kinds of assistance we could or should be offering. But by continually reaching out we discovered we were certainly not an outlier, and realized we either had expertise close by via a peer or colleague, or genuinely good prospects for longer-term planning and projects if we made the effort to collaborate. We also learned that no effort or attempt at outreach or communication to either a peer, a colleague, or a faculty PI was too small and was likely to be very appreciated.

V. Your Next Steps

We urge our colleagues at smaller schools to adopt a policy of cooperation and collaboration. Who would you talk to in your Office of Sponsored Research or similar office? How well connected are you with the people at your institution who manage networked storage solutions? This varies by institution, and we know that at MHC we are lucky to be part of the same division as our networking colleagues. Our survey of digital research data was a tool that helped continue a dialogue with our networking group, and it gave us a much better sense of how to plan for future allocations of storage, at least in the short-term. It may be helpful to create a list of the people who, in your community of professionals at peer schools, would be likely to have similar data curation concerns. It may be that each institution has complimentary staff skills; for instance, if School A has a metadata systems specialist and School B has a research librarian with a needed subject expertise, perhaps there’s an opportunity to connect and help each other with DMP requests or how to deal with a specific dataset file type. Even if you can’t build a perfect storage solution or repository tool right away, opening up communication to faculty, administrators, and your peers may help you provide assistance to the most urgent needs first while gathering momentum for longer-term planning down the road.

At MHC the immediate proactive work will be in continually building a network of resources and people who can help in the just-in-time phase, while we expand and improve our repository tools and network capability at a more modest pace. This is not happening by accident: the National Science Foundation expects institutions to improve incrementally at managing our researchers’ data, and while they may not have directly intended libraries to strengthen their ties within their institutions, we can do that in
the process. In the longer term, we know that the "new machine" at MHC needs to grow into something that addresses the ever-growing need for reliable storage and backup, for scalable systems to manage access to data, and shared strategies for preservation. More importantly, when we are visible, collaborative, and communicative in this process we can, hopefully, reinforce the value of libraries, repositories, and data curation at our institutions.
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